Signal Distribution in a Crate Using VXS

This note briefly describes how we plan to distribute the clock, trigger, and reset signals to the front-end modules in a VME/VXS crate.  Crate slots 1-9 and 12-20 (payload slots) support the VME64x backplane.  Slots 10 and 11 are VXS switch slots (A, B), and have no VME connectivity.  In our system, slot 1 contains the CPU, and slot 20 hosts the Trigger Interface (TI).  Slots 2-9 and 12-19 are occupied by front-end modules.   Each switch slot is connected by multiple high-speed differential and single-ended lines to every payload slot.  Our application shall use switch slot B exclusively.

The TI receives a 250 MHz clock and serialized trigger information from the global distribution system and converts these to signals that can directly control the front-end modules.  The TI produces phase aligned clocks of 250 MHz, 125 MHz, and 31.25 MHz (differential LVPECL levels).  Trigger signals (2) and a reset signal (LVDS levels, positive asserted) are synchronous to the rising edge of the clocks.  These six signals are sent to the Signal Distribution (SD) module located in switch slot B.  The function of the SD is to distribute the required clock, trigger (2), and reset signals to each of the payload slots occupied by front-end modules (slots 2-9, 12-19). 

To simplify the design of the SD we impose the following restriction:  slots 2-9 as a group receive a clock frequency (250, 125, or 31.25), and slots 12-19 as a group receive a clock frequency (250, 125, or 31.25).   A single crate can thus support at most two different type front-end modules.  Selection of the left side and right side clock frequencies is done using I2C carried on the single-ended VXS lines (TI (slot 20) -SD (switch B)).

By using the highest speed ECL components and minimizing the number of fan out stages, a low skew and low jitter signal distribution on the SD can be achieved (see possible component list below).  For the clock signal, payload to payload skew is <500ps.  Achieving a low skew fan out of the trigger and reset signals is also desirable, especially for 250 MHz front-end modules.  An FPGA operating at this frequency has a timing margin of ~1.5ns for the trigger and reset signals relative to the applied clock.  In principle, skew introduced on these signals can be eliminated by using programmable delays on each front-end module.  However, relying on this alone would require a crate wide calibration when all modules are in place.  Replacing a TI or SD might force a re-adjustment of delays on all front-end boards.  An independent fan out of the trigger and reset signals also results in payload to payload skews of <500ps.  The SD designed this way would cut into the timing margin by ~1ns (providing a tsu + th of 3ns instead of 4ns). 
It is important to note that, although the worst case clock skew is 500ps across all slots, it is significantly better than this (<25ps) among only the left (2-9) or right (12-19) side slots alone.  All slots on a given side are driven by one fan out stage (1(10) in a single device (100LVEP11).  Skew within a device is much better than device-to-device skew.  The skew from earlier stages of the fan out and clock selection is also not present between slots of the same side.  We can use this to reduce the SD contribution to the loss of timing margin.  Input trigger and reset signals are fanned out (1(2) into left and right side trigger and reset signals.  We re-synchronize the left side signals with left side clock outputs (spares), and fan out (1(10) these re-synchronized signals to left side slots.  The right side is handled in similar fashion.  This results in loss of trigger and reset to clock timing margin of only 450ps due to the SD.  The re-synchronization of the trigger and reset signal by a high speed flip-flop (50ps setup) plus programmable delay also maximizes the timing margin for the TI generated trigger and reset signals.

The propagation delay for a signal from the SD to front-end module is slot dependent (~1.5 ns max difference).  For the clock signal we will compensate for this on the SD by adjusting the trace length from the drive gate to the switch slot connector.  The clock skew at the payload slots will then closely match that of the distribution system of the SD.  This passive technique has the advantage that it results in a much smaller increase in clock jitter than a programmable delay.  Jitter is not as important on the trigger and reset signals so we rely on programmable delays on the front-end modules to compensate for the slot-to-slot propagation differences.  This adjustment is done automatically by front-end modules.  The geographic address pins on the VME64x backplane identify the slot that the module resides in.  A table of delay vs. slot number is included in the module’s firmware. 

The busy signal in a front-end module indicates that it is approaching a storage limit.  Triggers should be stopped until the situation has been removed.  The SD collects the busy signal (LVDS, positive asserted) from each slot and OR’s those of enabled slots.  The OR busy signal is sent to the TI; the TI reports this to the Trigger Supervisor through the global clock and trigger distribution system.  The list of enabled slots is programmed in the SD via I2C.

A group of front-end modules may be read out with a single block read command if a token passing path between modules is established.   The module holding the token participates in data transfers over VME.  When it has exhausted its data, it transfers the token to the next board in the chain.  The SD is connected to each payload slot with two signals: token in and token out (LVDS, positive asserted).  The module chain is programmed in the SD via I2C.  Multiple chains can be supported.
Possible SD components

MC100EP11   (1 ( 2)
MC100EP57   (4 ( 1)

MC100LVEP111 (1 ( 10)

MC100EP52  (D-FF)

MC100EP195B  (delay line)
NB4N855S  (LVPECL ( LVDS)
